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The Broadband Forum (BBF) is a 
non-profit industry organization, 
is focused on engineering smarter 
and faster broadband networks. 
Many of its Technical Reports have 
become de-facto standards refer-
enced by operators and manufac-
turers to build up the existing ultra-
broadband networks in the last 25 
years. 
In the 2008-10 timeframe the BBF 
engaged a coordination activity 
with 3GPP about Fixed Mobile Con-
vergence looking at potential con-
vergence architectures.
The advent of 5G, represents a ines-
timable opportunity to specify con-
verged architectures and interfaces 
and connect any kind of access to a 
Unified 5G Core.

Since 2017, the BBF has launched the 
5G Project within its Wireline Wire-
less Convergence (WWC) Work Area. 
The main deliverables of this project 
are:
• Study Documents related with 

5G topics applicable to broad-
band and back-/front-hauling 
networks to share with 3GPP. 
More specifically these are: SD-
406 End-to-End Network Slic-
ing, SD-407 5G Fixed Mobile 
Convergence Study and SD-420 
R1bis 5G Fixed Mobile Conver-
gence Study

• Normative specifications in the 
form of BBF TRs that define 
functions and requirements for 
devices compatible with the 
converged 5G network

The workplan of this project, phased 
with 3GPP releases is shown in the 
picture Figure 1.
The current BBF work on 5G Fixed 
Mobile Convergence focuses on five 
scenarios described in the figure be-
low, with different cases in terms of 
Residential Gateway (RG) type, ac-
cess network and interfacing model 
with the 5G Core.
1.	 Fixed	Wireless	Access	(5G-RG) 

– The 5G-RG is connected over 
the NG-RAN.

2.	 Integration	 in	 Direct	 Mode (5G-
RG)– The RG is connected over the 
wireline access network. An Ac-
cess Gateway Function (AGF) me-
diates between the wireline access 
network and the 5G core network, 
based on N2 and N3 interfaces.
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5G	Fixed	Mobile	Convergence	scenarios

3.	 Integration	 in	 Adaptive	 Mode 
(FN-RG) – Similar to (2), but FN-
RG does not support N1, so the 
AGF acts as end point of N1 on 
behalf of the FN-RG.

4.	 Interworking (FN-RG) – The 
session is managed by a BNG. 
Services that are based on 5G 
core network are passed to the 
5G core via a Fixed Mobile Inter-
working Function (FMIF).

5.	 Coexistence (FN-RG) - This is 
not a converged session model, 
as these sessions are not part of 
the 5G core network. However, 
coexistence is required to allow 
services that are not supported 
by the 5G core network to be 
available in a converged service 
provider network. 

The key goal in all this is to con-
tribute to the specification of the 
3GPP’s Nx interfaces to the 5G Core 

for wireline access concretely lead-
ing to a unified 5G architecture and 
interface specification.    
Overall the following 5G activities 
are carried out by the BBF:
•	 5G	Fixed	Mobile	Convergence	

• Common Core across Wireline 
and Wireless Access Networks
• Direct access to 5G core – full 

operational integration
• Enabler for seamless service 

delivery & operational effi-
ciency

•	 5G	Fixed	Access	and	Transport
• Backhaul & Fronthaul: Access
• Routing & Transport: enhance-

ments for 5G covering capacity, 
performance reliability & deter-
minism

•	 Other	5G	Work
• Networking Slicing in User Plane 

and Control Plane and within 
the Transport Network

• Time Critical Applications: dis-
aggregation policy, require-
ments, specifications of APIs.

ONF initiatives on 
network convergence 

ONF (Open Networking Founda-
tion – www.opennetworking.org) is a 
non-profit operator led consortium 
that hosts a consistent number of 
projects building solutions by lev-
eraging network disaggregation, 
white box economics, open source 
software. 
ONF has several initiatives running 
to build unified platforms by intro-
ducing hardware disaggregation 
and functional decomposition of 
mobile and broadband components.  
The Converged	 Multi-Access	 and	

Core	 (COMAC) and Open	 Evolved	
Mobile	 Core (OMEC) are two key 
projects to enable this evolution: 
OMEC is a proposed commercial im-
plementation of the Evolved Packet 
Core (EPC), while COMAC initiative 
is aimed at delivering next-genera-
tion services over both mobile and 
broadband networks, regardless of 
access technology.  
COMAC is an ONF Reference	 De-
sign (RD) supported by carriers such 
as AT&T, China Unicom, Deutsche 
Telekom, Google and by a supply 
chain ecosystem including Adtran, 
Intel, Radisys, GSLab and HCL. 
The ONF RDs represent a particu-
lar assembly of components that 
are required to build a deployable 

platform. They are “blueprints” de-
veloped by ONF’s Operator mem-
bers to address specific use cases 
for the emerging edge cloud. 
Scope of COMAC is to program net-
work slices combining various ac-
cess and core technologies to sup-
port a wide variety of use cases, 
deployment options and service 
offerings. COMAC will leverage SDN 
and cloud techniques to create the 
necessary converged access and 
converged core capabilities on a sin-
gle platform. 
Essentially COMAC is made by a 
Converged Access Architecture, built 
on disaggregated RAN (leveraging 
the O-RAN RU/DU/CU architecture), 
disaggregated mobile core, and 

disaggregated Broadband Network 
Gateway (BNG) components.  Ele-
ments from each are then redistrib-
uted and aggregated into a unified 
access layer, creating a SDN pow-
ered control plane and P4 powered 
user plane that each contain ele-
ments of the RAN CU, Mobile Core 
and BNG.  
About the Converged Core, COMAC 
integrates unified subscriber man-
agement, blending Mobile MME, 
HSS and BNG-Authentication and 
billing functions into a common 
platform. 
Following pictures Figure 3 (as from 
ONF site) represent COMAC Archi-
tecture and which are the compo-
nents used to build it.

COMAC	-	High	Lever	RD	Architecture

 1 EPC connects mobile subscribers to the carrier’s infrastructure and to the internet.
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OMEC is serving as an upstream 
project to COMAC RD and it is an 
open source Evolved Packet Core 
(EPC [note	1]), designed to be used 
as a stand-alone EPC, compliant 
with 3GPP Release 13 and built us-
ing an NFV (Network Function Vir-
tualization) architecture optimized 
for Intel platforms. OMEC provides 
full connectivity, billing and charg-
ing capabilities. It is also designed 
for lightweight and cost-effective 
deployments, including IoT and 
edge applications. As in the picture 
below OMEC includes EPC compo-
nents, operational tools including 
CLI, Logging and Statistics Inter-
face APIs to VNFs, CI/CD tools for 

ture (i.e. in the access / distribu-
tion segments). 
Edge computing as an evolution of 
cloud computing brings applica-
tion hosting from centralized data 
centers down to the network edge, 
closer to consumers and the data 
generated by applications. Edge 
computing then opens the network 
edge for applications and services 
and it is one of the key technologies 
required to support low latency to-
gether with mission critical and fu-
ture IoT services. 
5G networks are a key future tar-
get environment for Edge comput-
ing deployments and in this sce-
nario  a lot of initiatives have been 

started such as: MobileEdgeX the 
edge computing company found-
ed by Deutsche Telekom (https://
mobiledgex.com/), ETSI ISG MEC  
(https://www.etsi.org/technologies/
multi-access-edge-computing) to 
define standards specifications, 
Open Source Projects such as 
Akraino launched by ATT in 2018 
and the new Kinetic Edge Alliance,  
an industry alliance of software, 
hardware and networking com-
panies to accelerate the rollout of 
edge computing. 
Just in February 2019, the Linux 
Foundation, a consortium that pro-
motes and standardizes Linux Oper-
ating System and other open source 

deployment configuration and au-
tomation.

LF EDGE  
initiative

5G is not just a new radio access 
and core infrastructure, but it 
will integrate fixed-mobile net-
works with highly distributed 
Cloud-Edge Computing facilities 
composed by big-medium Data 
Centers (replacing current Opera-
tor’s PoPs) and a large number of 
small-medium Data Centers at 
the edge of the current infrastruc-

computing applications running 
in virtual machines and contain-
ers to support reliability and per-
formance requirements. 

• EdgeX Foundry: focused on de-
veloping a common platform for 
the IoT edge;

• Open Glossary of Edge Comput-
ing: dedicated to edge computing 
definitions, developing a glossary 
and ensuring that projects share 
a common vocabulary;

• Home Edge Project: focused on 
IoT for end-user devices;

• Edge Virtualization Engine (EVE): 
a framework, based on APIs, for 
edge application management in 
the enterprise.

TM Forum Digital 
Services

TM Forum (www.tmforum.org)  is 
the global industry association that 
drives digital transformation of the 
communications industry through 
collaboration.
BOS (Business Operating System) 
is the answer of TMF to the need 
to create a common and fully in-
teroperable software framework for 
CSPs’ core and future business, their 
future digital services and the eco-
systems behind them (https://vimeo.
com/317162198).
The core BOS kernel is composed 
of a Design Framework (imple-
mented by the BOS Design Cent-
er) and an Execution Framework 
in charge of executing functions 

OMEC	Components

technologies, launched the LF 
Edge a new ‘umbrella organisation’  
(www.lfedge.org) aimed to create an 
open and interoperable framework 
to address and solve the problem 
of the fragmentation of the edge 
market. This new organization, sup-
ported by more than 60 industry 
members, will initially take charge 
of these five projects: 
• Akraino Edge Stack: founded by 

ATT it provides a collection of 
software tools that enable crea-
tion of edge-optimized cloud ser-
vices and applications, based on 
either VMs on containers. To seed 
the project, AT&T provides code 
designed for carrier-scale edge 
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supporting the Core Commerce 
Management and the Intelligence 
Management blocks of ODA, to 
create an agile IT. 
ODA is the TM F reference archi-
tecture which sets a new vision for 
operational and business support 
systems (OSS/BSS), and a de facto 
standard for the design of open 
digital platforms (see picture where 
ODA blocks. 
A reference implementation of BOS 
is being developed in a DTW 2019 
Catalyst to validate and showcase 
the ODA architecture and to check 
API + data models completeness 
and consistency, to federate ener-
gies towards the same ODA target, 
and to check compliance of ven-
dors’ solutions. It will expose pub-
lic open APIs towards the Engage-
ment Management and the Party 

Management functional block and 
since it does not enforce any En-
gagement Management by default, 
it allows a total freedom to differ-
entiate through a fully customized 
customer experience on all chan-
nels. 
One interesting aspect of the BOS 
Reference Implementation is the 
complementarity of its architecture 
to network Operating System, by 
natively interworking with ONAP 
(www.onap.org) based network fac-
tories. Starting from Beijing Release, 
ONAP used already TMF Open APIs 
exposing northbound the service-
Catalog, the serviceOrder, and the 
serviceInventory and in the future 
other Open APIs are expected. 
These APIs will be used by BOS to com-
municate with the Production Block.
Having an architectural approach 
close to ONAP - BOS is expected to 
have the same clear distinction be-

plementation will not replace a full 
commercial “commerce manage-
ment" platform, but in the long run, 
commercial solutions are expected 
to leverage this reference imple-
mentation and add commercial in-
novative features.

ETSI Artificial 
Intelligence to 
network 
management

ETSI-ISG ENI (Experiential Network 
Intelligence) is active since February 
2017 to define a standard for the ap-
plication of Artificial Intelligence (AI) 
to networking and, in particular, to 

tions, new configurations, addition 
or removal of functionalities.
The aim of ETSI ISG ENI is in fact to 
specify a Cognitive Network Man-
agement system incorporating a 
closed loop control approach, which 
is based on a “monitor-analyze-
plan-execute” model and is en-
hanced by learning capabilities.
ETSI ISG ENI has so far defined and 
published the Terminology, Use Cases 
and  the Requirements for a Release 
1 of the specifications together with 
a Gap-Analysis of Context-Aware Pol-
icy Management exploiting AI. The 

tween design and execution frame-
works - the same tools used for the 
development of ONAP can be re-
used and therefore making easier 
the BOS kernel development. 
According to TM F, there is a strong 
link with ONAP modules: ONAP SDC 
and DCAE modules could poten-
tially be leveraged to develop BOS 
design center. The BOS orchestra-
tor could also be implemented on 
Camunda BPM engine, the Active 
Inventory might be a good starting 
point for the Customer Products 
and Offers Installed Base. DMaaP 
is a generic powerful mechanism to 
collect data and implement event 
notifications. AAF (application au-
thorization framework) is an inter-
esting role based (and also attribute 
based) access control framework for 
all ONAP subsystems. 
In the short term (between now and 
2020), an opensource reference im-

network management and operation, 
addressing increasing levels of auto-
mation and self-management (auto-
nomicity, according to IEEE definition). 
The application of AI starts in fact 
from the assistance (to the network 
operator) for diagnostic and fault 
management purposes on tradi-
tional network systems (low or no 
automation), and is expected to be-
come more and more penetrating 
and significative with the increasing 
level of virtualization. AI implemen-
tation will be essential in the final 
picture of the extensively virtualized 
and sliced network model proposed 
for 5G full exploitation, targeting 
full autonomicity, i.e. automation of 
the network adaptation to detected 
changes in the operation condi-
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interconnecting	interfaces

anno 28  1/2019notiziariotecnico14 15



http://www.telecomitalia.com/tit/it/notiziariotecnico/presentazione.html

group is presently working at a de-
tailed Architecture by specifying the 
details of the high level representa-
tion in "ENI high level architecture with 
interconnecting interfaces".
Also the integration of ENI system 
with the network architectures de-
fined by the main refence groups 

has been addressed. For instance 
the integration with ETSI NFV/
MANO architecture is reported in 
figure.
ENI Architecture will be released in 
the next moths, as well as a defini-
tion of the different categories for 
the autonomicity degree of AI as-
sisted networks operation and man-
agement.
ETSI ISG ENI is planning a release 
2 of its specifications, following 

Integration	of	ENI	system	with	
ETSI	NFV/MANO	architecture
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the publication of the Architec-
ture, to address the APIs needed 
for the ENI subsystem and the 
information model, and a further 
enhancement of the architecture 
including interfaces and protocols, 
detailed functional flow diagrams, 
sequence and interaction dia-
grams, state machine diagrams, 
Reference Points. Security is con-
sidered a fundamental aspect to 
be addressed too ■
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